
 

[TLP:CLEAR, ID#202310261200, Page 1 of 5] 
U.S. Department of Health and Human Services 
Health Sector Cybersecurity Coordination Center (HC3) www.HHS.GOV/HC3 

HC3: White Paper 
         October 26, 2023     TLP:CLEAR     Report: 202310261200 

AI-Augmented Phishing and the Threat to the Health Sector 
 
Executive Summary 
Phishing has historically been a very successful means for cyberattackers of any motivation to compromise 
an organization and launch a full-fledged cyberattack to achieve their goals. Phishing attacks are 
frequently utilized, and this is especially true with regards to the health sector. The two most common 
cyberattacks targeting the health sector are ransomware and data breaches. (And usually both together!) 
These attacks often begin with a successful phishing attack. The advent of artificial intelligence has only 
made phishing attempts more effective, especially since those tools are freely available to the public. In 
this paper, we provide a brief overview of basic artificial intelligence concepts, phishing attacks, and the 
application of artificial intelligence to phishing. We conclude with efforts that should be made to reduce 
the likeliness of all phishing attacks, including those that have been augmented by the use of artificial 
intelligence. 
 
Artificial Intelligence Definitions and Terminology 
Artificial intelligence and any number of other related terms can be difficult to define. There is a lack of 
concensus among the scientific community about exact definitions of these ideas, however, there is some 
agreement about the basic tenants of many of them. In this section, we present very brief summaries of 
the most important concepts revolving around several core areas. It should be understood that there is 
room for debate and disagreement regarding many of them.  
 
Artificial Intelligence: Artificial intelligence is 
generally considered to be the ability of an 
information system to replicate human 
intelligence, human behavior, and most 
fundamentally, the ability of a human being to 
make decisions, both small and large. It is 
often used to describe the characteristics of a 
system with capabilities that are similar to a 
human’s intellectual capacity. 
 
Machine Learning: Machine learning is itself a 
subfield of artificial intelligence, and is also generally considered an umbrella term for many other 
subfields. It focuses on the use of data, statistical methods, and algorithms to imitate human learning, but 
it does so in a way that it develops its own algorithms without the need for explicit instrictions from a 
human being. It focuses generally on process improvement based on data ingestion, pattern extraction, 
and information categorization, all of which together mimics human learning. Machine learning systems 
are expected over time to become more capable and proficient at the tasks they are given, as a result of 
their ability to “learn”.  
 
Neural Networks: An information system neural network is a set of algorithms designed to replicate the 
structure of the human brain (a biological neural network). They are designed to ingest data, recognize 
hidden patterns and correlations in that data, and predict outputs for new data, as well as cluster or 
classify it. In this way, they are designed to mimic the functionality of the human brain. A neural network is 
a subfield of machine learning, and as such, is expected to over time improve its proficiency and accuracy 
at any task it is given. Algorithms that run search engines, as well as speech recognition technologies, are 

Artificial intelligence, “…is the science and 
engineering of making intelligent machines, 
especially intelligent computer programs. It is related 
to the similar task of using computers to understand 
human intelligence, but AI does not have to confine 
itself to methods that are biologically observable.” 
-- John McCarthy, considered by many to be the 
father of artificial intelligence. 
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examples of neural networks.  
 
Deep Learning: Deep learning is one of several subfields 
of machine learning that can process a wider range of 
data resources due to reliance on neural networks, which 
it uses to ingest data and process it through multiple 
iterations that “learn” increasingly complex features of 
the data.  
 
Language Model: A language model is a machine learning 
language system that leverages deep learning to 
recognize, summarize, translate, predict, and generate 
text/other knowledge-based content. Many of the most 
modern language models rely on ingesting very large 
quantities of data, and these are commonly known as 
large language models.  
 
Generative AI: Generative artificial intelligence is a 
machine learning language system that is capable of 
generating realistic and meaningful text, images, code, 
video, music, speech, or other content. It ingests data and uses a broad and evolving set of techniques to 
create its content. 
 
Artificial General Intelligence: Artificial general intelligence is a wider-scope version of artificial intelligence. 
It includes the ability to perform any and all tasks that a human being is capable of. There are no known 
operational instances of artificial general intelligence as of the date of this paper. 
 
Phishing and the Health Sector 
Phishing is a form of social engineering that is often used as the infection vector (initial step) in a multi-
stage cyberattack. It utilizes e-mails disguised to look authentic to provoke the victim to interact with it, in 
order to deliver malware to the victim’s system and continue the cyberattack. Phishing e-mails include one 
of two means by which they drop malware: either by inducing the victim to open an attachment in the e-
mail, or by clicking on a link in the e-mail. Once that occurs, the malware is delivered and the cyberattack 
continues. 
 
Phishing has been an increasingly successful tactic for initiating cyberattacks. In 2022, the FBI’s Internet 
Crime Complaint Center (IC3) found that phishing attacks were the number one reported cyber crime, with 
over 300,00 complaints reported. These attacks are also very impactful. According to a 2021 survey 
conducted by the Ponemon Institute and Proofpoint, the cost of phishing attacks quadrupled from 2015 to 
2021. The same research found that the average cost of a successful phishing attack in 2021 was $14.8 
million. Phishing is a common tactic for hackers to use against the health sector, because it often leads to 
data breaches, and the stolen health data has the potential to be lucrative for the attackers. The 2021, 
the Healthcare Information and Management Systems Society found that the most common attack 
impacting healthcare organizations was phishing, comprising almost half of all attacks. 
 
AI and Phishing 

Figure 1: AI/ML/DL relationships. (Source: Stack 
Exchange) 

https://www.fbi.gov/contact-us/field-offices/springfield/news/internet-crime-complaint-center-releases-2022-statistics
https://www.proofpoint.com/us/resources/analyst-reports/ponemon-cost-of-phishing-study
https://www.proofpoint.com/us/resources/analyst-reports/ponemon-cost-of-phishing-study
https://www.cisecurity.org/insights/blog/data-breaches-in-the-healthcare-sector
https://www.himss.org/sites/hde/files/media/file/2022/01/28/2021_himss_cybersecurity_survey.pdf
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The ability of generative artificial intelligence to 
create text means that it is capable of 
augmenting the text in the body of phishing 
attacks. Figure 2 shows an example of a request 
to develop the text for a phishing e-mail related to 
an urgent financial transfer. This theme is chosen 
because it is both something that sounds 
important, and something that sounds time-
sensitive. These two aspects of the text make it 
more likely to capture the attention of the 
recipient and more likely to convince them to 
interact with the e-mail, either by opening an 
attached file (which would ostensibly contain 
malicious code) or clicking a link, which would 
point the victim to a location where malicious 
code was staged and ready to download to their 
system. Either action would result in the code 
executing and a cyberattack beginning, without 
the knowledge of the victim.  
 
Making this even easier for attackers, tools such 
as FraudGPT have been developed specifically for 
nefarious purposes. FraudGPT is a generative AI tool that can be used to craft malware and texts for 
phishing emails. It is available on the dark web and on Telegram for a relatively cheap price – a $200 per 
month or $1700 per year subscription fee – which makes it well within the price range of even moderately-
sophisticated cybercriminals.  
 
Other related AI-based fraud is becoming more frequent as well. One FBI report available through the 
Health Information Sharing and Anaysis Center (login required) shared the following findings related to AI-
powered fradulent campaigns: 

• In October 2021, a Hong Kong bank manager was allegedly scammed into authorizing transfers 
worth $35 million from a “deep voice” technology scheme impersonating the voice of the 
company’s director. Fraud actors are also using this technology to mimic kin/friends’ voices to 
conduct relative-in-danger scams, and requesting cash payments for bail. 

• In January 2023, researchers demonstrated exchanging real electronic messages between 
different individuals, and then instructed ChatGPT to generate a new message using the style of 
those previous messages. 

• In February 2023, a programming firm used ChatGPT to overcome language barriers that made a 
fake romance scheme appear more realistic. The firm also used AI to create tailored images upon 
demand. 

• In March 2023, generative AI-powered fraudulent campaigns utilized unsolicited emails advertising 
financial opportunities that paid up to $10,000 per month. The emails directed victims toward a 
copycat version of ChatGPT. 

 
Countermeasures and Mitigations 
Preventing successful phishing attacks begins with defense in depth. The first layer of protection for any 

Figure 2: A request for a text template for a phishing attack, 
and the AI-generated response. (Source: Fortra) 

https://www.pcmag.com/news/after-wormgpt-fraudgpt-emerges-to-help-scammers-steal-your-data
https://www.pcmag.com/news/after-wormgpt-fraudgpt-emerges-to-help-scammers-steal-your-data
https://netenrich.com/blog/fraudgpt-the-villain-avatar-of-chatgpt
https://netenrich.com/blog/fraudgpt-the-villain-avatar-of-chatgpt
https://health-isac.cyware.com/webapp/user/myfeeds/9cb6f6ff
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enterprise will likely be at its e-mail server, which will have a connection to the Internet. Ensuring that your 
mail server is configured to filter unwanted e-mails, or an additional platform is integrated into your 
information infrastructure, such as a spam gateway filter, will serve this purpose. These will not prevent all 
phishing e-mails, but they should strip away some unwanted traffic. 
 
Second, awareness training for end users is imperative. They should be trained to detect a phishing e-mail 
and interact with all e-mail with healthy skepticism. Phishing e-mails are designed to capture the attention 
of the victim, and there are any number of common themes that attempt to do this: 

• The e-mail may reference an invoice (and contain an attachment). 
• The e-mail may be requesting personal information. 
• The e-mail may reference suspicious activity or login attempts on an account a user might have. 
• The e-mail may reference a payment, especially a late payment, and provide a link to pay. 
• The e-mail may offer a coupon or discount on products or services the user may be interested in. 
• The e-mail may reference a government refund. 

 
Users should receive periodic training so they are aware and on the lookout for such themes, as well as for 
threats not listed above. With the advent of public access to free and effective artificial intelligence 
chatbots, such as OpenAI’s ChatGPT, Google Bard, and Meta and Microsoft’s Llama 2 as examples, 
augmenting the development of phishing e-mails with artificial intelligence capabilities is now available to 
everyone. While it is not impossible to spot AI-generated text, it is not necessarily easy either. Training 
should specifically include the detection of AI-generated text. Other recommendations for user 
identification of phishing includes: 

• Users should check the email address and domain name of the sender to ensure they are 
legitimate, and should be cautious when opening e-mails from unknown senders or anyone outside 
the organization. 

• Users should be cautious when an e-mail requests information or money. 
• Users should hover over any links in the email to see if the URL matches the sender site. 
• Users should avoid downloading attachments or clicking on links unless they are confident the e-

mail is legitimate. 
 
Third, multi-factor authentication (MFA) is highly recommended. This will protect against stolen credentials, 
which can be the initial purpose of a phishing attack. MFA will not prevent malware from being dropped on 
a victim system. The Cybersecurity and Infrastructure Security Agency, part of the Department of 
Homeland Security, has created a guide on Implementing Phishing-Resistant MFA, which is highly 
recommended. 
 
Fourth, security software should be in place. In addition to the previously-mentioned e-mail gateway 
filtering, endpoint security software deployed to and frequently updated on every end user’s system is 
highly recommended. This type of software may detect malware as it is being executed on a system if a 
phishing e-mail is interacted with by a user.  
 
As for detecting, mitigating and preventing use of generative AI for financial fraud, the FBI report available 
through the Health Information Sharing and Anaysis Center (login required) previously referenced notes 
that indicators are often necessary, but not sufficient for detection of fraud activity. Instead, organizations 
are advised to consider the following suspicious activities/indicators including, but not limited to, any 

https://folderly.com/blog/gateway-spam-filters
https://www.technologyreview.com/2022/11/30/1063878/openai-still-fixing-gpt3-ai-large-language-model/
https://www.techtarget.com/searchenterpriseai/definition/Google-Bard
https://about.fb.com/news/2023/07/llama-2/
https://www.technologyreview.com/2022/11/30/1063878/openai-still-fixing-gpt3-ai-large-language-model/
https://www.paubox.com/news/how-to-spot-ai-phishing-attempts-and-other-security-threats
https://www.cisa.gov/sites/default/files/publications/fact-sheet-implementing-phishing-resistant-mfa-508c.pdf
https://health-isac.cyware.com/webapp/user/myfeeds/9cb6f6ff
https://health-isac.cyware.com/webapp/user/myfeeds/9cb6f6ff
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individual, group, or business. Observe these indicators in context and not individually: 
• Increased reporting wherein a criminal actor sounded identical to the financial institution account 

holder in voice and email, in order to persuade the financial institution to transfer money in and out 
of accounts, coupled with reporting from the account holder of unauthorized transactions. 

• Requests via email and voice from account holders for unusual activity not consistent with their 
profile; requests include the opening of additional accounts, closing accounts, suspicious transfers, 
overseas transfers, or adding unrelated individuals as authorized signers. 

• Account requests from account holders, who are unable to verify their personally identifiable 
information, security questions, or other information. 

• Increased communications on Darknet platforms referencing generative AI technology; specifically, 
increased reporting on AI being used to launder proceeds, as well as reporting referencing 
increasingly advanced operational security to evade detection by law enforcement and regulators. 
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